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Abstract

Learning to rank methods aim to learn a refined ranking model from labeled data for desired ranking performance. However,
the learned model may not improve the performance on each individual query because the distributions of relevant documents
among queries are diversified in document feature space. The performance of learned ranking models may be largely affected
by the usefulness of document features. To generate high-quality document ranking features, we capture the local context
information of individual queries from the top-ranked documents of an initial retrieval using pseudo-relevance feedback.
Based on the top-ranked feedback documents, we propose an attentive semi-supervised autoencoder to refine the ranked
results using an optimized ranking-oriented reconstruction loss. Furthermore, we devise the hybrid listwise query constraints
to capture the characteristics of relevant documents for different queries. We evaluate the proposed ranking model on LETOR
collections including OHSUMED, MQ2007 and MQ2008. Our model produces better experimental results and consistent
improvements of ranking performance over baseline methods.

Keywords Ranking refinement - Learning to rank - Pseudo-relevance feedback - Information retrieval - Machine learning

1 Introduction

Ranking performance of search engines affects user satisfac-
tion in Web information acquisition. To improve the ranking
performance, various information retrieval (IR) approaches
have been devised to produce more accurate ranking lists of
items for certain information needs. The information needs
are always characterized by keyword-based queries. How
to quantify the relevance between queries and documents
remains a crucial topic for optimizing ranking approaches.
To achieve better performance in webpage ranking, super-
vised machine learning methods have been integrated in
ranking process and exhibited satisfactory performance.
These ranking methods are named as learning to rank (Liu
2009; Qin et al. 2010). Learning to rank methods incorporate
the pointwise, pairwise or listwise ranking constraints into
the original loss functions of supervised models for ranking-
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oriented loss. Fix-length document feature vectors are treated
as inputs of learning to rank for constructing ranking mod-
els. The models are then iteratively optimized by reducing
the pre-defined ranking loss. The outputted models are used
to predict the document ranking list of unseen queries.

The quality of the learned ranking models can be affected
by several factors, particularly by the usefulness of the docu-
ment features. Document features of learning to rank are used
to characterize the relevance between a certain query and its
corresponding documents. Widely used document features
include the scores yielded by existing unsupervised ranking
models, such as the vector space model and the BM25 model.
Although ranking performance has been much improved
using various relevance-based statistical ranking features, the
performance can be further enhanced by enriching the fea-
ture space with latently useful ranking information, which
remains an open research question in the field of IR.

An effective way to generate useful document features is
to take full consideration of the query-specific feature dis-
tributions. Ideal ranking performance would be achieved by
optimizing the ranking models toward the characteristics of
each individual query. However, since the number of queries
tends to be infinite in real IR applications, the ideal per-
formance can hardly be achieved due to high cost and low
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generalization ability. Therefore, we can learn a feedback-
enhanced ranking model in ranking refinement. For example,
the queries can be represented with the top ranked documents
from pseudo-relevance feedback as local ranking context.
Pseudo-relevance feedback, as an effective method in IR
optimization, assumes the top ranked documents are highly
relevant to given queries, which can be used to refine the rank-
ing results (Lavrenko and Bruce 2001; Robertson Stephen
and Sparck Jones 1976; Salton and Buckley 1997; Zhai
and Lafferty 2004). Learning to rank methods can benefit
from the local context obtained by pseudo-relevance feed-
back (Lavrenko and Bruce 2001; Zhai and Lafferty 2004).
However, the context information has not been effectively
investigated because it is challenging to combine the global
and local ranking information in an united framework.

In this work, we adopt autoencoder-based neural networks
to generate highly effective and compact query-specific
document features via pseudo-relevance feedback. Autoen-
coders (Bengio 2009) can be used for automatically gener-
ating learning representations of features in different tasks.
An autoencoder works by reconstructing the inputs of neural
networks from its outputs. Certain loss functions are usually
used to measure the reconstruction capability. The loss func-
tions are defined to retain the most useful information and
remove the useless information of the inputs for high-quality
hidden representations. The learned hidden representations
are taken as the features for task-specific learning process.
For example, Zhai and Zhang (2016) modified the loss func-
tion of autoencoders for supervised text-based sentiment
analysis, which motivates other researchers to adapt modified
autoencoders to other related tasks. Based on this idea, our
work seeks to modify the learning process of autoencoders
for learning to rank, particularly addressing the ranking con-
text and query-level information.

Our previous work (Xu et al. 2017) has incorporated rank-
ing information into autoencoders to improve the ranking
performance by considering two important factors: feature
importance and query constraints. Feature importance is inte-
grated into the loss function while reconstructing different
dimensions of original feature representations, and query
constraints are used to measure the query-level difference
in ranking performance. Three query constraints (Xu et al.
2019) were investigated to promote the ranking performance,
respectively. This paper is based on our previous work to
carry out further research for ranking refinement.

In general, compared with the previous works, this paper
has made improvements and optimizations in three aspects.
First, to consider the ranking context for accurate ranking, we
adopt pseudo-relevance feedback for a context-aware rank-
ing refinement. Pseudo-relevance feedback seeks to improve
the ranking performance by generating effective query-
specific document features. In our autoencoder-enhanced
ranking framework, pseudo-relevance feedback guides the

@ Springer

learned model to highlight the local feedback information
from initial ranking, which has been largely ignored in pre-
vious research. Second, we propose an attention mechanism
to accurately measure feature importance in reconstructing
the inputs of autoencoders. Unlike measuring feature impor-
tance using an pre-trained ranker (Xu et al. 2017, 2019),
in this work, attention mechanism is introduced to precisely
evaluate the feature importance by dynamically adjusting the
feature importance in an autoencoder-enhanced re-ranking
process. Third, beyond the previously investigated pairwise
and listwise query constraints (Xu et al. 2019), we propose
the hybrid listwise constraints to effectively encode more
comprehensive query-level ranking information. The hybrid
listwise constraints not only consider the cross-entropy rank-
ing loss of directly optimizing evaluation measures, but also
make the best use of the change of ranking performance.
Therefore, the hybrid constraints contribute more query-level
ranking information to the overall ranking performance. Our
experiments were done on three benchmark rank-based col-
lections in LETOR. Evaluation results show that the proposed
models can generate more useful document features, which
significantly enhance the ranking performance. We summa-
rize the main contributions of this work as follows.

(1) We use pseudo-relevance feedback to capture more
context information for autoencoder enhanced ranking.
Autoencoders are used to learn effective ranking fea-
tures in consideration of ranking contexts. The learned
features are more context-aware and highly useful for
improving the ranking performance.

(2) We adopt the attention mechanism to measure the utility
of ranking features. Compared with previous work, the
attentive feature weighting dynamically computes the
importance of features during model training, and helps
refine the feature space for better ranking results.

(3) We propose the hybrid listwise query constraints to cap-
ture fine-grained query-level information. The hybrid
constraints not only consider the change of ranking
performance in query level, but also aim to directly
optimize the listwise ranking loss for learning more
powerful ranking features.

2 Related work

Ranking refinement, as a fundamental yet important task in
IR, has been studied in recent years. To refine the ranked
results, learning to rank methods have been proposed (Liu
2009; Qin et al. 2010) to boost retrieval effectiveness using
supervised models. In related work, different learning to rank
approaches are proposed (Friedman 2001; Burges et al. 2005;
Cao et al. 2007; Freund et al. 1998; Burges 2010; Burges
et al. 2007; Wang et al. 2018; Lucchese et al. 2018; Tax et al.
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2015; Busolin et al. 2021; Chen et al. 2021; Tran and Yang
2021; Al-Asadi and Tasdemir 2021, 2022). For example,
Feng et al. (2018) promoted the diversity of retrieved results
using a Monte Carlo tree search enhanced decision process.
Chen et al. (2021) developed an interaction observation-
based model (IOBM) to estimate the observation probability
in counterfactual learning to rank. In general, learning to
rank approaches use different kinds of ranking loss functions
to optimize the ranking models for refined ranking perfor-
mance. Many previous works have been proposed to optimize
learning to rank for better ranking performance (Schuth et al.
2016; Mehrotra and Yilmaz 2015; Niu et al. 2014).

The training data for ranking involve a query set. Each
query is related to a document set, each document is repre-
sented as a feature vector, and each feature is used to indicate
the relevance between the query and the document. Since
the features are the basic learning units in training ranking
models, the quality of features directly affect the usefulness
of the learned model. To learn more useful ranking fea-
tures, feature importance and query-level semantics need to
be critically considered in model optimization. Deep neural
networks can be used to produce effective ranking features,
particularly using autoencoder-based building blocks (Ben-
2102009). To learn useful data embedding, autoencoder seeks
to model core information of data by reconstructing between
inputs and outputs. The reconstruction capability is guided
using certain loss functions in different tasks. Some recent
works have used autoencoder to learn task-specific represen-
tations of data. For example, Wang et al. (2015) proposed
to use stacked denoising autoencoders for tag recommen-
dation. Sedhain et al. (2015) used autoencoder to improve
the performance of collaborative filtering in recommendation
systems. Zhuang et al. (2015) addressed the semi-supervised
multi-task learning based on feature representation learning
process. Li et al. (2015) embedded paragraphs using LSTM
integrated autoencoders. These studies have demonstrated
the powerful reconstruction capability of autoencoders in
learning effective feature representations through effective
task-oriented optimizations.

In the field of learning to rank, different neural ranking
models have been proposed in recent years (Wang et al. 2017,
Joachims et al. 2017; Zhuang et al. 2017; Wang and Klabjan
2017; Wu et al. 2018; He et al. 2018; Yin et al. 2016; Shao
et al. 2019; Ahmad 2019; Rosset et al. 2019; Macavaney
et al. 2019; Hansen et al. 2019; Formal et al. 2021; Kim
et al. 2021, 7; Ai et al. 2018; Yoon et al. 2018). Choi et al.
(2021) proposed to adopt multi-teacher distillation with a
cross-encoder and a bi-encoder rankers for BERT-based neu-
ral ranking models. Zhu et al. (2021) proposed a contrastive
learning based user behavior modeling method for context-
aware document ranking. Lee et al. (2021) presented a dual
correction strategy for distilling the ranking information from
the teacher model to the student model. Huybrechts (Goeric

2016) enriched the feature space of learning to rank using
both shallow networks and deep networks for effective rank-
ing of documents. Fan et al. (2018) incorporated relevance in
diversified granularity to gain an enhanced performance of
ad-hoc retrieval. Yang et al. (2021) presented an overview of
the people search system and discussed how to build deep
neural network models for real scenarios. Different from
these studies, this work mainly focuses on the enrichment
of feature space of learning to rank using pseudo-relevance
feedback and autoencoder.

3 Our method

In this section, we introduce our framework for context-aware
ranking refinement. Our framework mainly contains two
stages, which is shown in Fig. 1. The first stage uses pseudo-
relevance feedback to capture the context information in three
steps. The first step conducts a basic retrieval to obtain an ini-
tial ranking list. This retrieval can be based on any ranking
models so that the outputted ranking list sorts the documents
with higher relevance at the top of the list. Based on the
ranking list, the second step adopts pseudo-relevance feed-
back (PRF) to obtain a set of feedback documents with rich
context information. The last step uses relevance feedback to
obtain the context information from the feedback documents
to capture query-specific context-aware information. PRF, as
a classical query expansion strategy in IR, assumes that top-
ranked documents of the initial retrieval closely correlate to
the query, and can be used to enrich the query. Therefore,
we use the top-ranked documents, as context information,
to refine the initial ranking list. The second stage incorpo-
rates context information into autoencoders to learn ranking
model for arefined ranking list of documents. To construct the
ranking refinement model, we adopt an attention mechanism
to discriminate feature importance, and propose a hybrid
method to incorporate query-level ranking constraints. Since
the refined list considers more context information based on
the initial list, we believe that the ranking performance can
be further enhanced to fulfill the information needs of the
queries.

3.1 Context information acquisition based on
pseudo-relevance feedback

The initial retrieval can be performed based on traditional
retrieval models or learning to rank based models. Since
learning to rank-based models have exhibited better perfor-
mance in relevant tasks, we adopt learning to rank-based
ranking models to execute the initial retrieval and pro-
duce more relevant feedback documents. We then use the
top-ranked documents from pseudo-relevance feedback as
context to improve the performance.
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Fig.1 Pipeline of the proposed
framework
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In our implementation, we adopt the listwise ListNet
method. which uses neural networks as the scoring function,
and the probabilistic listwise loss function as the objective
of optimization. The training phase of ListNet is guided by
a cross-entropy-based permutation probability. The permu-
tation probability is obtained using the following equation.

n(i)
loss(y, z(f(x))) = Z Py(xlog(pz(r(x)) (%)) (H

=1

where y denotes an ideal ranking list obtained using docu-
ment labels. z(f(x)) denotes the predicted ranking list of
documents by our model. Py(x;) is the scoring function
based on permutation probability. P, r,)(x ;) denotes the per-
mutation probability on z( f (x)). n(i) represents the number
of documents of a certain query i*. Based on the pre-trained
ListNet-based model, we obtain an initial ranking list of doc-
uments. This list of documents is treated as the source of
feedback context. Then, the learning goal is transformed to
refine the ranking list using feedback for better performance.
The ranking refinement seeks to consider more context infor-
mation from feedback.

3.2 Autoencoder-based ranking refinement model

In this section, we introduce more details of our model for
context-aware ranking refinement. We adopt autoencoders
to refine the ranking list, because autoencoders have proved
to be effective in generating high-quality document features
in relevant tasks. In our method, the learned features using
autoencoders aim to fully capture the context information of
each individual query for better performance.

3.2.1 Autoencoders

Autoencoders are a classical kind of the building blocks of
neural networks. An autoencoder inputs the original data,
and represents the data in its hidden embedding layers, and
outputs the reconstructed data. The hidden embedding of data
has been usually used as learned features in different tasks.
The usefulness of learned features can be measured by the
reconstruction capability of autoencoders. Therefore, we can
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formalize the encoding and decoding process of our tailored
autoencoders as follows.

y=f(Wix+by) @
X = f(Way+hb2) 3)

where x and X are the input data and output data of an autoen-
coder, respectively. y is the hidden data embedding, namely,
the learned features. Wi, W5, by and b, are parameters of
the encoding and decoding neural networks. f denotes any
nonlinear activation function. In our model, we use denoising
autoencoders with tied weights, namely Wi = W, to accel-
erate the training process and avoid overfitting. The reason
for using denoising autoencoders lies in its good capability
in reconstructing the ranking data, and yielding more robust
ranking models.

3.2.2 Attentive loss for ranking feature weighting

Our model use a tailored loss function to learn an autoencoder
-based ranking features. Since the loss function directly
affects the feature effectiveness, how to design the loss func-
tion is a crucial issue in our work. For one thing, we hope that
the loss function can measure the reconstruction capability
of autoencoder. For another, we seek to tailor the original
loss functions of autoencoder for ranking documents. There-
fore, we propose to integrate the attention mechanism into the
loss function of autoencoder. The tailored loss function can
iteratively capture ranking semantics for learning enhanced
ranking models. To consider the reconstruction capability
of an autoencoder, we first introduce the original version of
autoencoder loss function as follows.

n
loss = Y |lx; — £ill3 )
i=1

In Equation (4), x and X are the input data and output data
of an autoencoder, respectively, with n training samples. Dis-
tance measures, such as Euclidean distance, can be adopted
to model the difference between x and X. The learning target
of an original autoencoder is to reduce the loss for an opti-
mal solution. However, in ranking scenario, the loss function
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cannot work well, because this loss function ignore the dif-
ference of feature importance in the learning process. Thus,
the accumulated loss may miss some important ranking fea-
tures and meanwhile pay more attention on other unimportant
ranking features, which may largely reduce the ranking per-
formance. To avoid this problem, we would like to consider
feature importance in reconstructing the ranking data using
autoencoders.

Our previous work has measured the feature importance-
based solely on an pre-trained ranker (Xu et al. 2017, 2019),
which may suffer from the problem of unbalanced query
performance in the final ranking list. To overcome this prob-
lem, in this work, we introduce the attention mechanism
to precisely evaluate the feature importance by dynami-
cally adjusting the feature importance in the autoencoder-
enhanced re-ranking process. Specifically, we extend the
Bregman divergence (Banerjee et al. 2004) using attentive
feature weighting for better training the ranking refinement
model. Furthermore, we use the following modified loss
function for learning the ranking features.

loss = Z e (x; — %)? (5)

i=1

0T =softmax @ (xi — %)% (6)

where 6 is a weighting vector obtained from the ListNet-
based initial ranking model. We adopt the softmax function
as the attention to generate a set of balanced feature weights
© for loss computation. The learned weights using attention
mechanism would pay more attention on the useful features
in model optimization. In the training process, Wi, W,
b1, by are continuously updated for learning useful ranking
features. The learning process not only uses the ideal rank-
ing list obtained from document labels for ListNet training,
but also unsupervisedly reconstructs the data using autoen-
coders. Therefore, we can learn the final ranking model in a
semi-supervised way for context-aware ranking refinement.

3.2.3 Context-aware hybrid listwise query constraints

In previous sections, we have modeled the ranking context
using pseudo-relevance feedback, and measure the fea-
ture importance using an attention mechanism. To further
improve the learned features, we consider the incorpora-
tion of query constraints into our model. Query constraints
are rooted in the optimization of learning to rank. In search
engine optimization, ranking can be optimized by improving
the average performance on a large amount of user queries.
Therefore, in the field of learning to rank, training data is
divided based on different queries. Namely, each training
query is related to a set of documents represented as doc-
ument feature vectors. The learning target is to sort the

documents with respect to the same query in a user friendly
way and fulfill user’s information needs to the largest extent.
Although the pre-defined loss has considered the context
and feature importance, query-level information is largely
ignored, which motivates us to further modify the loss func-
tion of an autoencoder.

To fully consider the query-level information, we model
it as different query constraints and integrate these query
constraints as a hybrid one for better performance. We first
model the query constraints as an item in our loss function.
This item is designed to assign query-level weights on differ-
ent queries. Namely, we assign more weights on the queries
that are not well performed and less weights on the queries
that have learned useful features so as to adjust the learned
model for balanced learning. In this way, the learned models
can generate useful features for all the queries.

Specifically, we use the initial ListNet ranker to model the
query constraints. For a given query, based on the input data,
ListNet produces one ranking list of documents, denoted as
l?n. Based on the output data, we obtain another ranking list
of documents, denoted as /7,,. The original loss function of
autoencoders directly measures the reconstruction capability
using the input and output data. To measure the query-level
difference, we can measure the distance between l?n and 17,
for better considering the characteristics of the ranking sce-
nario. Formally, we represent the distance between ll.qn and
12, as n(! 12, and incorporate n(I! ,17,,) into our loss
function as follows.

n(q)
loss = > i 18,0 [ D 076 — x)? (7
qeQ i=1

For any query g with n(q) documents, we accumulate its
loss value, and update the parameters Wi, W», by, by in the
loss function in iterations. The effectiveness of n(l7 , 17,
is proportional to the modeling of query-level information.
Therefore, we use two ways to formalize this item by con-
sidering two listwise loss functions in learning to rank. In
learning to rank, listwise approach can model the learning
loss either based on computing the divergence of two rank-
ing lists, or based on directly optimizing ranking metrics.
Therefore, we would like to model the query constraints of
ranking-oriented autoencoders in these two ways. To com-
pute the difference of two ranking lists, we use cross-entropy
of [ and IZ,; in the following way.

n(q)
Nee s L) = D Pg (log(Pyg, (j)) ®)
j=1

The probability P can be achieved by ListNet-based per-
mutation probability. This equation accumulates the cross-

entropy of documents in /{ and I7,,, which is treated as the
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difference of these two lists. To directly optimize ranking
metrics, we resort to the ranking performance. Namely, rank-
ing performances of liqn and I, are used to directly measure
their distance, which can be achieved with any evaluation
metrics Eval, such as NDCG @k. we formalize this idea in
the following equation.

¢ g «_ |Evali, — Evaly,|
noe(lin’ lUMI) - Eval;, v

In Equation (9), Eval;, denotes the ranking performance
of llffn, and Eval,,, denotes the ranking performance of /Z,.
We obtain the performances by using the ListNet ranker. To
comprehensively consider these two query constraints, we
combine them as a hybrid one, which can fully consider the
query constraints in constructing ranking refinement models.

1= Ace + (1 = Mnoe (10)

Based on Eq. (10), we model the hybrid listwise query
constraints, and integrate the constraints in learning more
useful query-level ranking features. We treat this loss func-
tion as our final loss function in feature learning, and used
the learned features for learning more context-aware ranking
semantics.

3.3 Network Details of our Framework

To help understand our framework for easily reproduc-
tion, we provide the details of network architecture of our
framework in Table 1. The inputs of our framework con-
tain a query set, each query corresponds to a document
set, and each document is represented as a feature vec-
tor. The dimension of the original feature vectors is 45
for the MQ2007 and MQ2008 collections and 46 for the
OHSUMED collection. The document feature vectors are
inputted into a pseudo-relevance feedback (PRF) enhanced
encoder. The PRF-enhanced encoder is optimized with atten-
tive feature weighting and feedback ranking context. Then,
we re-construct the ranking feature space with a query-level
decoder. The dimension of the learned single-layer hidden
representation is 60% or 70% of the original features, which
is tuned in our experiments. Tanh is used as the activation
function for both the encoder and the decoder. The decoder
is optimized with the hybrid listwise ranking loss including
a performance change loss and a measure optimization loss
based on Eq. (10). The learned context-aware features are
then fed into the training of the final ranking model for better
performance.
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4 Experiments and analysis
4.1 Experimental settings

We evaluate the proposed model in this section. Our
experiments are conducted on three LETOR collections,
OHSUMED, MQ2007 and MQ2008 (Qin et al. 2010; Qin
and Liu 2013). These LETOR collections are released by
Microsoft.! The reported ranking performances are evaluated
using retrieval metrics including Precision@k, NDCG@k
and Mean Average Precision (MAP). We conduct fivefold
cross-validations using the official divisions of these col-
lections. The reported performances are averaged based on
ten-time training for fair comparisons. NDCG@10 is used
as Eval in our experiments. In our experiments, we aim to
answer three research questions:

RQ1 Can the proposed model improve ranking perfor-
mance over state-of-the-art baselines?

RQ2 Does the proposed model achieve good perfor-
mance using different ranking methods?

RQ3 How do selected parameters affect the final ranking
performance of the proposed model?

4.2 Overall ranking performance of different models

In this section, we report the overall ranking performance
of different models to answer RQ1 in Tables 2, 3 and 4.
In this group of experiments, we use ListNet not only to
train the initial ranker, but also to train the ranking models.
In Tables 2, 3 and 4, original refers to the learning pro-
cess with only the original document features. denoising
refers to the learned models using classical denoising autoen-
coders. QS A-listOE (Xu et al. 2017) refers to the learned
models using autoencoders integrated with query constraints
by directly optimizing ranking metrics. QSA-listCE (Xu
et al. 2019) refers to the learned models using autoencoders
integrated with query constraints by cross-entropy based
performance change. QSA-hybrid refers to the proposed
model using the hybrid query constraints defined in Eq.
(10). +context refers to the context-aware models based
on pseudo-relevance feedback. The results show that our
context-aware models generally outperforms other models
without context information. The proposed model with the
hybrid query constraints achieves the optimal performance,
which demonstrates that context information and hybrid
query constraints can jointly contribute to improving the
ranking performance.

Furthermore, we used deep learning based state-of-the-art
ranking models: DSSM (Huang et al. 2013), DRMM (Guo
et al. 2016) and Duet (Mitra et al. 2017) for comparison,

! http://research.microsoft.com/enus/um/people/letor/.
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Table 1 The detailed
architecture representing the
hyper-parameters of our
framework

Table 2 Averaged ranking
performance of different models
on OHSUMED collection

Table 3 Averaged ranking
performance of different models
on MQ2007 collection

Table 4 Averaged ranking
performance of different models
on MQ2008 collection

MQ2007/MQ2008 Input dim. Output dim. Activation function Num. of layers
Encoder 46 28/32 Tanh 1

Decoder 28/32 46 Tanh 1

OHSUMED Input dim. Output dim. Activation function Num. of layers
Encoder 45 27/31 Tanh 1

Decoder 27/31 45 Tanh 1

Model P@5 p@10 NDCG@5 NDCG@10 MAP SD
Original 0.5502 0.4975 0.4432 0.4410 0.4457 0.0032
Denoising-AD 0.5283 0.4925 0.4355 0.4294 0.4381 0.0022
QSA-listOE 0.5774 0.5142 0.4779 0.4574 0.4537 0.0015
QSA-listCE 0.5752 0.5150 0.4755 0.4601 0.4542 0.0017
QSA-hybrid 0.5801 0.5168 0.4779 0.4612 0.4550 0.0021
QSA-listOE+context 0.5789" 0.5153 0.4770" 0.4591 0.4544 0.0014
QSA-listCE+context 0.5761 0.5146 0.4764 0.4613% 0.4550" 0.0013
QSA-hybrid+context 0.5815% 0.5177F 0.4781F 0.4622F 0.4561° 0.0012

Bold values in these tables indicate the best performance of each column
Significant improvement over QSA-listCE is marked with a dagger ' based on two-tailed paired ¢ test (p <
0.05). SD refers to the standard deviation of MAP

Model P@5 p@10 NDCG@5 NDCG@10 MAP SD

Original 0.4126 0.3798 0.4170 0.4440 0.4652 0.0022
Denoising-AD 0.4135 0.3788 0.4209 0.4460 0.4683 0.0021
QSA-listOE 0.4194 0.3819 0.4260 0.4496 0.4720 0.0012
QSA-listCE 0.4203 0.3805 0.4276 0.4480 0.4762 0.0013
QSA-hybrid 0.4211 0.4025 0.4280 0.4501 0.4755 0.0012
QSA-listOE-+context 0.4212F 0.4164" 0.4276 0.4503" 0.4737 0.0011
QSA-listCE+context 0.4257% 0.4138" 0.4253 0.4491% 0.4748 0.0010
QSA-hybrid+context 0.4268" 0.4186" 0.4307% 0.4511F 0.4762 0.0009

Bold values in these tables indicate the best performance of each column
Significant improvement over QSA-listCE is marked with a dagger ' based on two-tailed paired ¢ test (p <
0.05). SD refers to the standard deviation of MAP

Model P@5 p@10 NDCG@5 NDCG@10 MAP SD

Original 0.3426 0.2476 0.4747 0.2303 0.4775 0.0030
Denoising-AD 0.3436 0.2473 0.4751 0.2291 0.4850 0.0027
QSA-listOE 0.3515 0.2487 0.4839 0.2333 0.4929 0.0018
QSA-listCE 0.3535 0.2490 0.4845 0.2413 0.4987 0.0017
QSA-hybrid 0.3528 0.2490 0.4851 0.2405 0.4974 0.0014
QSA-listOE-+context 0.3520 0.2492 0.4860" 0.2357 0.4935 0.0013
QSA-listCE+context 0.3564" 0.25017 0.4857" 0.2408 0.4982 0.0012
QSA-hybrid+context 0.3557" 0.2516" 0.4875" 0.2425" 0.4979 0.0012

Bold values in these tables indicate the best performance of each column
Significant improvement over QSA-listCE is marked with a dagger ' based on two-tailed paired ¢ test (p <
0.05). SD refers to the standard deviation of MAP
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Fig.2 Comparisons with state-of-the-art models on MQ2007 (left) and MQ2008 (right) collections

shown in Fig. 2. This group of experiments is conducted on
MQ2007 and MQ2008, because these two collections pro-
vide the original textual documents for training the neural
ranking models. The results show that DSSM is relatively
lower than other models, and the performances of DRMM
and Duet are better than DSSM. Furthermore, the proposed
model achieved the best performance among all other models
on both collections. The results demonstrate that our model
can effectively learn more useful context-aware document
features for promoting the overall ranking effectiveness.

4.3 Ranking effectiveness of ranking approaches

We further use four ranking approaches to examine the gen-
eralization ability of our feature generation framework. This
group of experiments are used to answer RQ2. The compared
learning to rank approaches include the pointwise Random
Forests model, the pairwise RankBoost model (Freund et al.
1998), the listwise ListNet model (Cao et al. 2007) and the
listwise LambdaMART model (Burges 2010). We use all
these approaches to train different ranking models using the
context-free and context-aware autoencoders on OHSUMED
collection. The experimental results are shown in Fig. 3, in
which we observe that our context-aware framework yields
relatively good performance among all methods, which fur-
ther demonstrates the effectiveness and robustness of context
information in ranking refinement.

4.4 Parameter selection

To answer RQ3, we examine the impact of parameters. The
parameters include the feature dimensionality and the inter-
polation parameter for the hybrid query constraints. The
feature dimensionality is tuned based on the scale of the fea-
tures in LETOR. We switch the dimensionality from O to
90% to observe the performance change. The interpolation
parameter is the ratio of two listwise query constraints, which
is tuned from 0.1 to 0.9 in our experiments. The experimen-
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tal results are shown in Fig. 4. Ranking performance in this
group of experiments is evaluated based on mean average
precision. From the figure, we observe that 60—70% of the
generated features contribute the most to the ranking perfor-
mance. When X is set to be 0.7 or 0.8, optimal performance
was achieved.

4.5 Further discussion

Based on the experimental results, we observe that our
method not only outperforms other competing baseline mod-
els and our previous methods, but also yields consistent
performance improvement among different ranking meth-
ods. Therefore, we summarize the reasons of performance
improvement in this section and provide more insights on
the proposed method for future optimizations.

In general, compared with the previous works, the pro-
posed method has three advantages: the PRF-based context
modeling, attentive feature weighting and the hybrid query
constraints. The PRF-based context modeling captures more
local ranking contexts from the top-ranked documents in
an initial ranking, which conveys useful information in
autoencoder-based re-ranking. Attentive feature weighting
accurately measures the feature importance in reconstruct-
ing the inputs of autoencoders. Instead of solely using a
pre-trained ranker, the attention mechanism dynamically
adjusts the feature importance in the autoencoder-enhanced
re-ranking process, which assigns more weights on the high-
quality ranking features for building more effective ranking
models. The hybrid query constraints effectively encodes
more comprehensive query-level ranking information, which
not only considers the cross-entropy ranking loss of directly
optimizing evaluation measures, but also makes the most
use of the change of ranking performance. Therefore, these
advantages jointly contribute to the overall ranking perfor-
mance and produce consistent improvements.
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Fig.4 Parameter selection on three collections. Left: the ratio of generated features. Right: the interpolation parameter A

5 Conclusions

We propose a context-aware ranking refinement method
using query-level autoencoders in this work. Our method
captures the local context information of individual queries
based on pseudo-relevance feedback for ranking refinement.
Context information of queries are advantageous in capturing
the characteristics of different queries. To refine the context-
aware ranking lists, we propose an attentive semi-supervised
autoencoder based on hybrid query constraints. The attention
mechanism is used to precisely measure the feature impor-
tance in the learning process. Two types of listwise query
constraints are combined as a hybrid one to capture the char-

acteristics of relevant documents for different queries. We
validate the effectiveness of the proposed model on three
public learning to rank benchmark collections. The experi-
mental results demonstrate the effectiveness of the proposed
model in improving ranking performance. Our future work
will further investigate the proposed model in other domain-
specific IR tasks.
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